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Abstract

Real-time three-dimensional ultrasound has been demonstrated as a viable tool for
guiding surgical procedures. This visualization technique enables a range of new
minimally invasive techniques in cardiac surgery. Ultrasound permits visualization
through the opaque blood pool in the heart, and the advent of real-time 3DUS
overcomes difficulties with 3D spatial perception in conventional 2D ultrasound.
These procedures eliminate the need for a cardiopulminary bypass and its well doc-
umented adverse effects. However, challenges remain before clinical implementation
of ultrasound-guided intracardiac surgery can be made practical. 3D ultrasound pro-
vides limited spatial perception due to distorted appearance of tissue and instruments.
The low quality imaging when combined with the confined dynamic environment of
a beating heart makes complex tasks difficult for surgeons to perform.

These challenges are addressed by improving the display of 3D ultrasound with
stereo displays, tracked surgical instruments, and introducing robotics for handling
the dynamic cardiac tissue. A study is presented that demonstrates stereo displays
improve surgical performance, reducing error rates by 50% and procedure times by
28%. The stereo display was found to help surgeons better interpret the low resolu-
tion ultrasound volumes. However, a large source of ultrasound distortion is imaging
artifacts created by surgical instruments. A detection technique is presented that
identifies the position of the instrument within the ultrasound volume. The algorithm
uses a form of the generalized Radon transform and passive markers to identify the
full position and orientation of the instrument. This detection technique is amenable
to rapid execution on parallel computer architectures and as a result real-time instru-
ment tracking was attained. With a tracked instrument location, it is now possible to
develop enhanced surgical displays. Instrument tracking also enables robot guidance
that is ideally suited to compensate for the highly dynamic environment of beating
heart surgery. A system has been designed and tested that uses real-time instrument
and target tracking for robot control.
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Chapter 1

Introduction

Cardiac surgery has long been aided by the use of the cardiopulmonary bypass
(CPB), a process that diverts the blood supply from the heart to an external heart-
lung machine. When employing CPB, the heart is disconnected from the circulatory
system. The surgeon is then able to work on a relaxed, open, and empty heart while
the body continues to receive a supply of oxygen rich blood. As a result, hundreds
of thousands of cases that were impossible to treat before are now treated every
year [48]. However, the use of CPB is not without its side effects. There are many
adverse effects, including delay of neuro-development in children, mechanical damage
produced by inserting tubing into the major vessels, stroke, and significant decline
in cognitive performance [3,32,56]. Murkin et al. [32] reported incidence of stroke
at 2% of patients and noticeable cognitive dysfunction one week and two months
after surgery, at rates of 85% and 45%, respectively. Although these side effects are
insignificant compared to otherwise untreatable diseases, an alternative to CPB is
desirable.

CPB, developed in the 1950s, brought about a revolution in cardiac surgery [15].
Prior to CPB, attempts were made to perform procedures on the inside of the heart [1,
18,20]. However, it proved extremely difficult as surgeons operated through incisions
in the heart wall while it continued to pump blood. Complications arose due to large
amounts of blood loss and a high risk of stroke from the introduction of air into the
blood stream. Procedures were further complicated by the limited amount of visual
information as the field of view is obstructed by the blood supply.

Recently, surgeons are taking a second look at beating heart surgery because of
the attendant risks of CPB. Coronary artery bypass grafting without the use of CPB
has received recent attention [4]. This procedure alleviates blocked arteries on the
outside of the heart by grafting new arteries to bypass the blockage. Traditionally,
the procedure is done by stopping the heart with a CPB so the surgeon can work on
a stationary heart. By mechanically stabilizing the heart, CPB is not needed and a
corresponding decrease in post operative stroke is observed [40].

For intracardiac procedures, beating heart procedures without CPB are more
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complicated and new challenges arise. During intracardiac procedures performed
with a CPB, the heart is stopped and drained of blood. The surgeon works on the
target site with direct physical and visual contact. This is no longer available during
beating intracardiac procedures because of the presence of blood. The blood is opaque
so endoscopy is impossible; in addition, physical access is restricted because of the
need to limit blood loss.

We argue that image-guided surgery is the key to beating intracardiac procedures.
With the right imaging modality, it is possible to peer inside the heart while it contin-
ues to function, eliminating the need for CPB. Image guided procedures have many
recent successes in other areas of medicine, including neurosurgery [17], orthopedic
surgery, and urology. Each of these techniques permits the visualization of struc-
tures otherwise inaccessible or that are visualizable only with a greater degree of
invasiveness.

1.1 Ultrasound Guided Surgery

Real-time 3D ultrasound is capable of guiding intracardiac beating heart proce-
dures. Ultrasound is a widely used imaging modality in cardiology because of its ease
of use, non-ionizing field, and high contrast between cardiac tissue and blood. While
ultrasound is traditionally 2D, recent developments have extended ultrasound to a
3D imaging modality. Pioneered by Von Romm et al. [44], real-time 3D ultrasound
images are created by electronically steering the ultrasound pulse. In much the same
way that a 2D probe scans a plane using a 1D phased array of transducers, volumes
are scanned by a 2D array of piezoelectric ultrasound transducers. Current commer-
cially available systems, such as the Philips SONOS 7500, use a two-dimensional array
of 3,000 piezoelectric elements running at 2-4 MHz to build a full 3D volume. By
varying the delays between excitation of the elements, the ultrasound beam is steered
throughout the volume, producing a 128 x 48 x 205 dataset from a 7 x 3 x 8 cm
volume at 20-25 volumes per second.

Cannon et al. [5] found complicated 3D tasks, such as grasping and suturing, are
possible with 3D ultrasound guidance. In addition, surgeons have begun to explore
3D ultrasound procedures in animal models [49,50]. Two cardiac procedures that
are particularly promising for ultrasound guidance are atrial septal defect closure and
mitral valve repair.

Atrial septal defects are holes between the left and right atria of the heart (Fig-
ure 1.1). Typically 5-10 mm in diameter, the defect allows for oxygenated and un-
oxygenated blood to mix between the left and the right side of the heart. This causes
cardiac efficiency to decrease and the patient’s heart enlarges to compensate. In some
cases heart failure results. Treatment for this defect involves attaching a patch made
of pericardium or synthetic material to the atrial septum to cover the defect. Cur-
rently, this is done with an open chest surgery where the heart is put on CPB, opened,
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Figure 1.1: Atrial septal defect (ASD) shown from the right side of the heart. (Patrick
J. Lynch, medical illustrator; C. Carl Jaffe, MD, cardiologist)

and drained of blood. The surgeon sutures a patch to the atrial septum covering the
defect.

Mitral valve repair typically involves the suturing of a prosthetic ring to the annu-
lus of the valve (Figure 1.2). Diseased mitral valves often have a dilated annulus and
as a result the leaflets are unable to fully close. This causes blood to leak back into the
atrium during ventricular contraction. Mitral valve repair is performed under CPB
with an arrested stationary heart. The surgeon enters through the left atrium and
attaches a prosthetic ring to correct annulus dilation by tightening the circumference
of the valve.

1.2 Thesis Overview

Initial animal trials highlighted many challenges to the goal of ultrasound guided
intracardiac surgery [49,50]. This thesis focuses on the issues created by using 3D
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Figure 1.2: View of the mitral valve. The mitral valve ensures unidirectional blood
flow between the left atrium and left ventricle. (Patrick J. Lynch, medical illustrator;
C. Carl Jaffe, MD, cardiologist)

ultrasound to guide intracardiac procedures. The challenges arise from two main
areas. First, 3D ultrasound produces noisy low resolution images that are difficult to
interpret. In particular, surgical instruments look incomplete and distorted, making
it difficult to identify and navigate. Second, working in a beating heart is challenging
for the simple fact that it is moving. To work in this environment, the function of
the heart can not be disturbed as the heart supplies blood to the rest of the body.
In addition, because the heart is beating, there are many fast moving structures that
must be avoided, or interacted with.

Chapter 2 addresses the first challenge, the noisy low resolution ultrasound images.
While these images are difficult to interpret, they are truly 3D volumes. Traditionally,
ultrasound displays are 2D monitors that do not show the depth in the volumes.
Chapter 2 looks at using stereo displays to help surgeons interpret the images. The
effect of stereo displays on performing surgical tasks is examined with both tank trials
and in vivo.

Chapter 3 studies the tracking of surgical instruments to help visualization during
surgery. Instruments, when imaged by ultrasound, are especially susceptible to imag-
ing artifacts that make comprehension difficult. This chapter introduces a method
to track surgical instruments in real-time. The accuracy and robustness of the tech-
nique is tested in tank studies and in vivo. Applications of the instrument tracking
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technique are proposed for improving visualization or enabling robot guidance during
cardiac surgery.

Chapter 4 addresses the challenge of performing surgery on fast moving cardiac
structures with a robot. During cardiac procedures, such as mitral valve repair, it is
necessary to safely interact with dynamic structures. A robot is used to compensate
for this high speed motion. The instrument tracking algorithm developed in Chapter 3
is used to track an instrument held by a robot. The robot’s ability to synchronize
with a target moving at mitral valve speeds is tested.

While the techniques presented here are developed in the context of beating heart
intracardiac surgery, they have applications to image guided procedures in other sur-
gical specialties, including liver, neural, and fetal interventions.



Chapter 2

Stereo Displays for 3D Ultrasound

Almost all medical images are displayed on a flat two dimensional computer mon-
itor. Unlike the natural environment around us, this presentation removes the depth
information, or the three dimensional qualities that help us comprehend shapes, dis-
tances, and orientations of objects. With the advent of three-dimensional ultrasound,
true 3D volumes are produced. However, these images are still displayed on two-
dimensional monitors. In ultrasound this is especially detrimental, as removing the
depth information removes a key feature to help interpret the noisy low resolution
images.

To observe three dimensions, we are equipped with two eyes that view the en-
vironment from two slightly offset positions. The brain uses the difference between
these viewpoints to infer three-dimensions, or depth. When images are presented on
a two-dimensional monitor, both eyes receive identical views of the scene and depth
is lost. To restore three dimensions, each eye must receive a slightly offset version
of the scene, mimicking what occurs naturally. Several technologies exist today that
accomplish this in a variety of ways. Shutter glasses, binocular displays, and stereo
LCD displays use different principles to deliver stereo information.

Using stereo displays for endoscopic surgery has had some success, but not attained
widespread use. The importance of using 3D displays was noted by Cushieri et al. 7]
to improve minimally invasive surgery. Satava [42] found that stereo displays would
greatly help surgeons accurately move within 3D space. He proposed using dual
camera laparoscopic systems combined with a LCD shutter glasses to display the
3D information. Peitgen et al. [37] compared stereo and monocular endoscopes with
a user trial of 60 surgeons. They found the irrespective of experience, trial times
and number of errors decreased by 25% and 50% across all subjects. Although the
authors noted that the subjects had no experience with the tasks before the trial.
They predicted that 3D displays may not affect experienced surgeons’ performance
with familiar tasks because they can cope with a 2D display’s limitations.

This interpretation was confirmed during a clinical trial by Hanna et al. [19]. 4
specialists performed 60 laparoscopic cholecystectomies, 30 trials with a stereo laparo-
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scope, and 30 with a monocular laparoscope. Each of the surgeons had significant
experience with the procedure, at least 20 clinical cases. It was found that the 3D
display had no effect on procedure time or error rate. This confirms that experienced
surgeons are able to adapt to the absence of depth by using cues in the 2D image.
Kim et al. [26] performed a simulated tracking task where subjects followed a tar-
get point in 3D space using monocular and stereo displays. With a stereo display,
subjects’ performance was superior to monocular display. However, when depth cues
were added to the display, the performance with a monocular display was equivalent
to stereo.

When considering stereo laparoscopic systems, there is a trade-off between using
one high resolution camera or two lower resolution cameras for stereo. This is due
to size limitations of minimally invasive surgery. With this trade-off, surgeons pre-
fer higher resolution cameras over a stereo display. Van Bergen et al. [52] showed
that using a high resolution camera improved procedure times, although the results
were not statistically significant. Largely due to natural depth cues that infer three
dimensions, such as foreshortening, occlusion, and shadows, surgeons are able to com-
pensate for the loss of information. As a result, higher resolution and smaller cameras
are preferred over stereo displays for endoscopic surgery.

For ultrasound, these factors are not present. A monocular or stereo display use
the same ultrasound probe and have the same resolution. In addition, natural depth
cues are absent in the low resolution ultrasound images. For these reasons we believe
that the addition of a stereo display to three dimensional ultrasound will help surgeons
comprehend the images and therefore improve their ability to perform surgical tasks.
To test this hypothesis, a stereo renderer was developed for displaying 3DUS volumes
on a stereo display. Stereo displayed 3DUS was tested in both tank trials and in vivo
with animal trials.

2.1 Stereo Rendering of 3D Ultrasound

To produce stereoscopic images of 3DUS data we developed a custom real-time
renderer. For real-time visualization, the system must handle and render 30 MB
of data every second. This is accomplished by harnessing the computational power
of consumer-level graphics processing units (GPU). Driven by entertainment appli-
cations, the computational GPU capacity is moving beyond current CPU capacity,
allowing visualization of large volumetric data sets at interactive frame-rates [28].
The fundamental advantage of programmable GPUs is their ability to execute highly
paralyzed user routines (pixel shaders). Our implementation uses pixel shaders to
cast rays through the volumetric data set in a ray-per-pixel fashion.

The volumetric rendering is produced by first loading the 3DUS volume into a
3D texture on the GPU. In order to obtain the intensity of each rasterized pixel, the
data set is sampled along a projection ray through the data set. The intensity (7)
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Figure 2.1: Stereoscopic views of a 3D ultrasound volume. Left and right eye views
are rendered with an angular separation « to simulate binocular vision.

and opacity (o) of the pixel is compounded in a front-to-back fashion. The initial
sampling is performed at the intersection of the projection ray and the data set.
Subsequent samples of the ultrasound image (Ij) are obtained along the projection
ray, with a sampling distance of one voxel to prevent aliasing artifacts. The sampling
and compounding iteration may be summarized as

ik+1 = Zk + (1 — Ok)]k, (21)

Ok+1 = O + (1 — Ok)Ik (22)

The projection rays are terminated as the projection ray leaves the data set.

For stereoscopic viewing, two 7800GT (nVidia Corp, Santa Clara, CA) GPUs
render the ultrasound volume in parallel. Left eye and right eye views are separately
generated by rendering the 3DUS volume from two viewpoints, mimicking a left and
right eye (Figure 2.1). When rendering typical 3DUS volumetric data sets in full-
screen mode (640x480 screen resolution), the renderer maintains highly interactive
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frame rates of 70 fps and above.

The separation of the two views is set such that the ultrasound volume appears
0.5 m from the subject’s eyes. This distance corresponds to the actual distance
between the subject’s eyes and their hands, providing a natural interaction.

2.2 Tank Study of Surgical Performance

To study the effect of stereo displays with 3DUS guided procedures, a rigorous
tank study was performed with subjects with varying levels of surgical experience.
The stereo rendered ultrasound data was used in conjunction with the high quality
stereo display of the Da Vinci surgical robot (Intuitive Surgical Inc., Sunnyvale, CA)
(Figure 2.2). By testing subjects in a controlled tank environment, repeatable mea-
surements of performance are possible. As a result, the variable conditions present in
surgery is eliminated, and the effect of stereo displays is fundamentally studied.

Figure 2.2: (A) The stereo 3D view is shown on a binocular display on the robot

control console. User motions at the controls are mapped to two surgical graspers
shown in (B).

2.2.1 System Overview

The ultrasound volumes are produced by a SONOS 7500 3DUS machine (Philips
Medical Systems, Andover, MA). The 3DUS volumes, typically 128 x 48 x 204 voxels,
are created at 25 Hz and sent over a 1 gigabit TCP/IP network to a personal computer
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running the rendering algorithm. As the data is received from the ultrasound machine,
it is loaded to both GPUs through a PCI-Express bus. Each GPU renders the volume
and produces an image from either the left or right eye viewpoint. This image is then
passed to the binocular display of the surgical robot through an S-Video connection.
As a result, surgeons use the stereo rendered ultrasound data for guiding a surgical
procedure as they control the robot from the console. The console also contains all of
the controls necessary for the surgeon to control the movements of the robot during
surgery.

The surgical robot is a 7 degree-of-freedom robot, with 10 mm laparoscopic in-
struments mounted on each manipulator (Figure 2.2). The surgeon’s movements at
the master console are mapped to two surgical graspers controlled by the robot. The
workspace of the robot consisted of a 45 x 60 x 15 cm tank of water over which the
robot manipulators, the ultrasound probe, and a 10 mm, 0 degree stereo endoscope
were mounted. Due to the high acoustic reflectance of metal, surgical graspers such
as those used in this study appear distorted and incomplete in ultrasound. To min-
imize distortion and improve their appearance, the metal graspers were coated with
electrical heat shrink tubing and Teflon tape to cover their highly reflective surfaces.
An absorptive nickel-impregnated rubber mat was placed in the workspace to reduce
ultrasound reflections from the bottom of the tank.

2.2.2 Performance Metrics

To quantitatively evaluate surgical performance, sixteen test subjects performed
a pegboard and rope pass tasks using each vision system. These two tasks were
selected from among a number of laparoscopic training tasks proven to correlate well
with laparoscopic surgical skill [6,8,43]. The tasks were chosen for their emphasis on
depth perception as well as their suitability to the limiting factors of the ultrasound’s
imaging characteristics and field of view. The test subjects were required to complete
these tasks guided by both monocular-displayed and stereo-displayed 3DUS as well
as by a stereo surgical endoscope which provided a benchmark for comparison.

Pegboard (Figure 2.3A): In this task, the test subject picked up a plastic collar
sitting around one peg, passed the collar between manipulators and placed the collar
around a second peg. To minimize the effects of any learned muscle motion, the initial
and destination pegs for the collar were rotated during every trial. The pegs were
arranged in a triangular pattern on a 5.0 x 6.5 cm acrylic base. The acrylic collar
used was 1.3 x 1.3 x 1.2 cm with a 1.2 cm hole. This relatively large hole made the
collar easier to grasp with the surgical manipulators. This emphasizes the amount
of time required to maneuver the manipulators into the correct position to grip the
collar, the task portion most affected by depth perception. The test subject could
use the left and right manipulators in either order to move the collar depending on
their own preferences. One trial of the peghoard task consisted of repeating the basic
grasp, pass, and replace motion once under one vision system. Subjects performed
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Figure 2.3: (A) Diagram of the peg board task. Subjects were instructed to pick up
the collar from one peg, pass the collar to the opposite grasper, and place the collar
on the next peg. (B) Diagram of the rope pass task. In this task, subjects pass the
rope from grasper to grasper. Subjects were instructed to first grab the rope just to
the left of the next knot, then grab just to the right of the same knot with the right
grasper. In this fashion they moved along the rope until they passed five knots.

nine trials, three trials for each of the three vision systems.

Rope Pass (Figure 2.3B): The rope pass task consisted of passing a knotted rope
from the left to the right manipulator. A 0.5 cm diameter nylon rope with five knots
on 3.0 cm centers was used. The test subject started each trial gripping the rope to
the left of the first knot with the left manipulator. The rope was passed one knot
at a time by gripping the rope with the right manipulator to the right of the knot
currently held by the left manipulator and then moving the left manipulator to the
left of the next knot. One trial of the rope pass task consisted of passing the rope
five knots under one vision system, starting from the same knot under each vision
system. Nine trials were performed, three trials for each of the three vision systems.

2.2.3 Procedure

The 3DUS vision system was evaluated by three groups of test subjects. The
first group consisted of eight graduate students with no prior surgical experience.
These subjects’ relevant previous experience ranged from research involving ultra-
sound imaging and surgical robots to no familiarity with the systems being tested.
The second group consisted of four medical doctors with one to ten years of surgical
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Figure 2.4: Image (A) and corresponding 3DUS image (B) of the peg board task.
(C) and (D) show the image and 3DUS image of the rope pass.

experience, but without experience with surgical robotics. The final group consisted
of four surgeons with 7-10 years of surgical experience and at least 1 year of clinical
experience with surgical robotics.

Before performing the actual trials, the test subjects were required to complete a
short practice program. This practice session was intended to bring the subjects to a
standard level of ability and to limit learning effects during trials. Practice typically
took 15 minutes and was divided into two sections. In the first, the test subject worked
under the guidance of the stereoscopic endoscope and manipulated the rope and collar
that would be used in the two tasks. This familiarized the subject with the controls
of the robot and the objects used in the tasks. The practice session continued until
subjects were able to demonstrate proficiency by picking up and passing the collar
between graspers five times and passing the rope five knots. In the second practice
section, the subjects completed trials of each task with each vision system to become
familiar with guiding the robot under the trial conditions. These final practice trials
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were run like the actual data collecting trials and provided an opportunity to become
comfortable with the tasks and testing procedure.

Following the practice program, the test subjects completed the actual tests. The
tests consisted of nine trials of the pegboard task followed by nine trials of the rope
pass task, for a total of three trials for each task-vision system combination. Dur-
ing the actual tests, the order of the vision systems used for each trial was counter
balanced in order to further remove any effects due to learning.

At the end of the session, the subjects completed a short survey about their
experiences with the three vision systems. They were asked to rate the ease of use of
each vision system on a scale of 1 to 5. In addition, the survey asked the subjects to
rate their confidence and level of mental fatigue while using the three vision systems.

2.2.4 Analysis

Trial time and number of errors were used to measure task performance. In
the peg board task, errors were defined as dropping the collar during the transfer
between the hands, or incorrectly placing the collar. In the rope pass, each time the
subject dropped the rope was considered one error. Statistical analysis was used to
determine if there is a significant effect of the stereo display on subjects’ performance.
Comparisons were done to determine the effects of stereo-displayed 3DUS on mean
and variance of the performance metrics. An F-Test was used to determine if the
variances of the distributions are significant (p < 0.05), and a Student’s t-test to
determine any significant difference in mean (p < 0.05).

2.2.5 Results

The results of the study show that stereo-displayed 3DUS improves subjects’ abil-
ity to complete simulated surgical tasks with a surgical robot. As shown in Figure 2.5,
the vision system had an effect on the number of errors that the users committed while
performing the tasks. Subjects experienced almost no errors while using endoscopic
guidance. In the case of the stereo-displayed 3DUS, the average number of errors
increased to 0.414+0.16 (mean + standard error) errors per trial. However, this error
rate was not as high as with 2D-displayed 3DUS, where subjects either dropped the
collar or rope at a rate of 0.81+0.19 times per trial, a 100% increase over stereo-
displayed 3DUS. A Student’s t-test confirms that using a stereo display significantly
decreases the number of errors during the trials (p < 0.05).

The vision system also had an effect on task completion times for both the rope
pass and pegboard (Figure 2.7). Trial times decreased when stereo-displayed 3DUS
was used compared to monocular-displayed 3DUS. Across all subjects the completion
times for the pegboard task were, 10+1 s (mean+tstandard error) with the stereo
endoscope, 36+£8 s with the stereo 3DUS, and 56+18 s with mono-3DUS. For the
rope pass the completion times were 1641 s with the stereo endoscope, 40+4 s with
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Figure 2.5: Average number of errors per trial. With 3DUS, the use of a stereo
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Figure 2.6: Stereo-displayed 3DUS was subjectively rated easier to use, more confi-
dence inspiring, and less fatiguing than mono-displayed 3DUS.

the stereo 3DUS display, and 5147 s with the normal 3DUS display. Statistical
analysis investigated the stereo display’s effect on the standard deviation and mean
of the completion times. An F-test demonstrated that the standard deviation of
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completion times for both rope pass and pegboard were significantly decreased with
the use of a stereo display with 3DUS (p < 0.05). Mean times were also significantly
decreased (p < 0.05), by 35% for the pegboard and 20% for the rope pass.

Analysis of the survey responses showed subjects’ preference for stereo-displayed
3DUS over 2D-displayed 3DUS (Figure 2.6). When asked to rate the three vision
systems on a five point scale from very difficult(1) to very easy(5), subjects rated the
stereo endoscope, stereo 3DUS, and 3DUS as 5.0, 3.5, and 1.8, respectively. Similar
responses were given when subjects were asked to rate their confidence with each vi-
sion system from not confident(1) to very confident(5). Subjects rated 3D endoscope
at 5.0, stereo-displayed 3DUS at 3.5, and 2D-displayed 3DUS at 2.1. Finally, when
asked to rate the level of mental fatigue they experienced on a scale from very fa-
tiguing(1) to not at all fatiguing(5), they rated the stereo endoscope, stereo-displayed
3DUS, and 3DUS at 4.9, 2.8, and 1.5, respectively.

2.3 In Vivo Evaluation

Animal trials were performed to test the utility of stereo-displayed ultrasound
for guiding surgical tasks. While the previous study examined the effectiveness in
a controlled laboratory environment, it did not recreate all the factors present in
surgery. In these trials, a surgeon performed an actual surgical procedure under
ultrasound guidance. Performance using stereo-displayed 3DUS was compared to
mono-displayed 3DUS.

2.3.1 Protocal

The surgical procedure used for this evaluation was an atrial septal defect closure
(Figure 2.8). This procedure involves placing anchors around the perimeter of a patch
to secure it to the atrial septum. When properly fastened to the septum, the patch
eliminates the flow between the two atria of the heart.

The ultrasound probe was placed epicardially on the right atria to give a view of
the left and right atrium. The ultrasound volumes were streamed to the same 3DUS
stereo renderer described in Section 2.1. The rendered volumes were displayed on
a 19 inch monitor and stereoscopic viewing was achieved with LCD shutter glasses
(eDimensional, West Palm, FL). The shutter glasses alternate between blocking the
left and right eye. To create a three dimensional display, the rendered ultrasound
view on the monitor alternates between left and right eye views, synchronized with
the shutter glasses. For monocular views, the monitor was used without the shutter
glasses, and the viewpoint remained static.

Four Yorkshire pigs (70-80 kg) underwent the open chest beating heart procedure.
For direct access to the beating heart, a median sternotomy was performed. Two
purse string sutures were placed on the right atrial appendage for instrument access.
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Instrument

Figure 2.8: Schematic (A) and ultrasound image (B) of an atrial septal defect repair.
In this procedure a patch is inserted into the heart to cover the atrial septal defect.
An anchor driver is used to attach the patch to the septum.

These purse string sutures allowed insertion and removal of surgical instruments,
while minimizing blood loss. To prepare the animal for atrial septal defect repair,
an artificial defect was created. A balloon catheter punctured the atrial septum to
create a 6 mm hole between the left and right atrium.

Dr. Nikolay Vasilyev (Children’s Hospital Boston) performed the procedures. Dr.
Vasilyev has significant experience in endoscopic surgery and image guided beating
heart surgery. These four trials were split into two groups, two trials for mono and
two for stereo-displayed 3DUS. During each study, the surgeon placed 12 anchors
around the circumference of a 15 mm diameter ASD patch. The surgeon started with
the instrument tip just inside the ultrasound volume, approximately 3 cm above the
patch. The surgeon moved the tip toward a position around the circumference of the
patch and deployed an anchor. This was repeated eleven more times to place enough
anchors to secure the patch to the cardiac tissue and sufficiently block the flow of
blood between the left and right atria.

Two metrics were used to evaluate the surgical performance: time to place an
anchor and how well the movement followed a straight line. For analysis of the
instrument tip trajectory, the tip position was recorded using an electromagnetic
tracking system (miniBIRD 800, Ascension Technology, Burlington, VT). The RMS
difference between the tip position trajectory and a straight trajectory was used to
quantify the linearity of the trajectory. Statistically significant differences between
stereo and mono-displayed 3DUS were found using a Student’s t-test (p < 0.05).



Chapter 2: Stereo Displays for 3D Ultrasound 18

20 I I 8 I I
7 - ]
I 1 Egl ]
_ 15 = 6
ﬂ e
a 51 i
(5}
B £ T
= 10 1 . S4r .
£ = 3 I
c: Q 3 - .
] S
5F . = 2F .
1 = -
| |
Mono  Stereo Mono  Stereo
Display Display Display Display

Figure 2.9: Average task completion times and RMS trajectory deviation from a
straight line for stereo and mono-displayed 3D ultrasound. Error bars indicate stan-
dard error.

2.3.2 Results

Significant improvement was found in trial time and accuracy of tip position
movement using the stereo displayed 3DUS. Figure 2.9 shows that anchor place-
ment time decreased from 17.240.8 (mean=+standard error) to 9.740.9 seconds when
using the stereo display. Statistical analysis showed this be a significant improvement
(p < 0.05).

The ability of the surgeon to move in a straight line from the start position to
the desired anchor position also improved with the stereo display. When using the
monocular display, the subject deviated from a straight line with an RMS error of
6.1+0.1 mm. With the stereo display, this deviation dropped by almost 40% to
3.8+£0.2 mm, a statistically significant improvement (p < 0.05). Representative tra-
jectories of the tip are shown in Figure 2.11 for stereo and mono-display. These
trajectories were chosen as their RMS deviation from a line most closely match the
mean for each group. At the end of the procedure, the heart was excised and the
patch was photographed for two of the animal trials (Figure 2.10). Qualitatively, the
pictures show that the anchors deployed with stereo guidance are more evenly spaced
than without.
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Figure 2.10: Post operative images of an ASD patch anchored to the atrial septum.
Image (A) shows the results of using mono-displayed ultrasound for guidance, and
image (B) is with stereo-displayed ultrasound.

2.4 Discussion

Stereo-displayed 3DUS improves surgical performance as compared to the normal
mono-displayed 3DUS. Stereo-displayed 3DUS presents an attractive enhancement
of 3DUS by helping improve a surgeon’s ability to interpret the noisy ultrasound
images. This is especially useful in procedures where endoscopes are not feasible,
such as intracardiac and fetal surgery.

To study the effects of depth information with 3DUS guided procedures, two
manipulation tasks were used to evaluate surgical proficiency in a tank trial. These
tasks compared the ability to conduct manipulations with a surgical robot using
3DUS with and without a stereo display. These tasks, however, did not fully model
the complete surgical environment, nor fully explore the set of movements or tasks a
surgeon performs during a procedure. In addition, the tasks were conducted inside
a water tank instead of within a dynamic in vivo environment. To mitigate these
differences, the tasks were carefully selected from laparoscopic training tasks that are
proven to correlate with surgical skill [6,8,43]. As a result, differences in performance
with these tasks in a water tank should be representative of differences seen in actual
surgical procedures.

The tank trial results were verified with an in vivo animal trial. While this trial
only involved one subject due to ethical and cost restrictions on animal use, it did
provide valuable data on the effects of stereo displays in surgical procedures. As was
seen in the tank studies, trial times were significantly reduced with stereo-displayed
3DUS. In addition, the subject found it easier to navigate in three dimensions. This
is highlighted by the trajectories seen in Figure 2.11. For stereo-displayed 3D ultra-
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sound, the surgeon was able to make a direct movement to the target anchor location.
With mono-displayed ultrasound, the surgeon did not take a direct path to the tar-
get location and searched for the correct location at the end of the trajectory. The
surgeon noted a reliance on tactile feedback to find a proper anchoring location with
monocular 3D ultrasound.

The performance improvement seen with the stereo display is consistent with re-
sults found with 3D endoscopes in laparoscopic [12,24,51] and robotic [13] surgery.
These studies have demonstrated the improvement of surgical performance when com-
paring normal 2D endoscopes with 3D endoscopes. Widespread use of 3D endoscopes
has not come about due to lower image quality and larger size compared to tradi-
tional endoscopes. Furthermore, surgeons are adept at using depth cues, such as
foreshortening, occlusion, and shading, that infer depth in endoscopic images. In the
case of 3DUS, it is a different story. There is no image quality degradation or need
for a larger ultrasound probe. The stereo display uses the same probe and 3DUS
volume for both stereo and non-stereo display. In addition, natural depth cues are
not present in ultrasound images, making it difficult to infer three-dimensions. As a
result, there are few foreseeable disadvantages to adoption of stereo 3DUS displays.

Advantages of using a stereo display with 3DUS are highlighted in this study.
Specifically, incidences of errors, task completions time, and repeatability were sig-
nificantly improved with the stereo-displayed 3DUS. Analysis of trial times showed
that subjects were faster and more consistent when using stereo-displayed 3DUS; the
mean and variance of the completion time significantly decreased for both tasks in this
study. While fundamentally subjects were performing the same movements to com-
plete the tasks regardless of vision system, when things went wrong, the effect of the
vision system was most apparent. With the 3D endoscope, a subject’s understanding
of their movements and the environment is near perfect and errors are quickly cor-
rected. With 3DUS, both stereo and non-stereo, if everything is going smoothly, users
were able to complete the tasks without trouble. However, when errors in trajectory
or understanding of the environment occur, they are not immediately comprehended
by the user. These errors are more quickly recognized and corrected under stereo
3DUS than mono 3DUS. The effect is highlighted by the significant difference in the
standard deviation of the trial times. In the worst case, subjects dropped the rope
or misplaced the collar. Such errors occurred 100% more often with the 2D-displayed
3DUS.

In addition to the objective results, subjects also expressed a subjective preference
for the stereo-displayed 3D ultrasound over mono-displayed 3DUS. Subjects felt more
confident in their movements and experienced a lower level of mental fatigue with the
stereo-display. Subjects preferred the 3D endoscope in all aspects over 3DUS, but
using stereo 3DUS is a more feasible alternative to mono 3DUS in situations where
endoscopic guidance is not possible.

The results of this experiment demonstrate the utility of using stereo-displayed
3DUS for improving surgical performance. As 3DUS guided procedures become more
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prevalent, these results suggest that clinicians should seriously consider the addition of
a stereo display. As we have shown, the adoption of a stereo display lowers error rates,
increases speed, and improves consistency, three traits very important for surgical
procedures.



Chapter 3

Instrument Tracking in 3D
Ultrasound

Ultrasound has proven to be a versatile non-invasive technique for imaging parts
of the human body. When used for surgery, surgeons find it difficult to navigate
instruments with 3D ultrasound in the dynamic, confined intracardiac space. Tools
look incomplete and distorted, making it difficult to distinguish and orient. This
is largely due to the incompatibility of ultrasound and hard objects. Ultrasound is
optimized for imaging soft tissue and fluids. Hard objects such as metal, plastics,
and bone cause reflections, reverberations, and scattering of the acoustic energy that
interferes with the imaging.

To address this issue, researchers are developing techniques to localize instruments
in ultrasound. Enhancing the displayed position of the instrument allows surgeons to
more accurately control the instruments as they perform surgical tasks. In addition,
real-time tracking of instruments in conjunction with a surgical robot opens the door
for a range of enhancements, such as surgical macros, virtual fixtures, and other visual
servoing techniques [27,36].

Previous work in instrument detection can be broadly separated into two cate-
gories: external tracking systems such as electromagnetic and optical tracking [29,30]
and image-based detection algorithms [10,34,53,57]. External tracking systems have
suffered from the limitations of the surgical environment. Electromagnetic track-
ing has limited accuracy and is problematic to implement due to the abundance of
ferro-magnetic objects in the operating room. Optical tracking of instruments is
complicated by line-of-sight requirements. Both of these systems suffer from errors
introduced by improper registration of the ultrasound image coordinates to the track-
ing coordinate frame. To eliminate such errors, image based algorithms are used to
track instruments within the ultrasound image. Most of this work focused on tracking
needles [10,57] and more recently surgical graspers [53] in 2D ultrasound images. As
3D ultrasound systems have become widely available, these 2D techniques have been
adapted for implementation in 3D. An appealing approach to instrument localization

23
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is the Radon or Hough transform. These techniques have wide spread use in 2D image
analysis for detection of wide variety of shapes. Applications of these techniques have
focused on detecting 2D objects in 2D images, however, Hough and Radon based
techniques have shown promise in 3D medical image analysis. Most relevant is a
needle tracking technique for prostate biopsy [9] that projects the ultrasound volume
onto two orthogonal planes. A Hough transform is then performed on the two 2D
images to identify the needle.

Beating heart intracardiac procedures pose different challenges and requirements
than the 2D breast and prostate biopsy procedures in previous work. For example,
the high data rates of 3D ultrasound machines, 30-40 MB/s, require very efficient
algorithms for real-time implementation. Previous 2D ultrasound techniques are too
computationally costly, or inappropriate for three dimensions. These methods are
only appropriate for finding bright objects such as needles in ultrasound images that
standout amongst relatively homogeneous tissue. In cardiac procedures, larger instru-
ments such as anchor drivers and graspers do not stand out amongst the surrounding
dynamic, heterogeneous environment. To work in this environment, the algorithm
must be efficient for handling the large data rates, and capable of distinguishing
instruments from fast moving cardiac structures of similar intensity.

In this work we present a technique capable of detecting instruments used in min-
imally invasive procedures, such as endoscopic graspers, staplers, and cutting devices.
In the following sections the interaction of instruments with ultrasound is examined
and used to develop a tracking technique. A generalization of the Radon transform is
proposed for identifying instrument shafts in 3D ultrasound volumes. Furthermore,
we show that this technique can be implemented on a parallel architecture such as in-
expensive PC graphics hardware, enabling the detection of instruments in real-time.
To achieve full six degree of freedom tracking of a surgical instrument, the Radon
based tracking is combined with passive markers for identification of the tip position.
The algorithm is tested in both tank studies and an in vivo animal trial.

3.1 Surgical Instruments in Ultrasound

In contrast to elastic solids, materials found in the human body such as tissue,
blood, and fat, reflect a small amount of acoustic energy. This is one of the underly-
ing assumptions that make medical ultrasound possible. The basic principle behind
medical ultrasound relies on time of flight measurements from small impedance vari-
ations in the image field. As the signal encounters a change in the impedance of the
medium, part of the signal is reflected and part is transmitted. This effect is governed
by the impedance of the material or

Z = pc (3.1)
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Table 3.1: Density, speed of sound, and impedance values for biological materials
compared to engineering materials (at 37C)

Material Density [%] Speed of Sound [*] Impedance [n’j—gs] x 10°

Air (1 atm) 1.14 353 0.000402
Water 993 1527 1.52
Blood 1060 1530 1.62

Fat 950 1460 1.39
Muscle 1080 1590 1.72
Bone 1200-1800 2700-4100 3.2-74
Aluminum 2700 6420 17.3
Steel 7900 5800 45.8

with p and ¢ defined as the local density and speed of sound, respectively. At a
discontinuity there is a change in the impedance

The reflected and transmitted energy for perpendicular incidence with the disconti-
nuity is defined by

Zy — Zy
R = , 3.3
‘Z1 + Z (3:3)
27,
= ) 3.4
Zv+ Zy (34)

For ultrasound interacting with most mediums found in the human body, AZ is small
and Equations 3.3 and 3.4 are approximated by

AZ
R~ |55 (3.5)
T ~ 1.0. (3.6)

As a result, ultrasound transducers are designed for small amounts of reflected
energy while almost all of the energy is transmitted through the tissue. As shown in
Table 3.1, this assumption is correct for most materials found in the human body,
with bone and air pockets being the major exceptions. When solid instruments are
introduced into the tissues, many of the assumptions made during ultrasound design
are no longer valid. The density, speed of sound, and impedance of many engineering
materials is vastly different from tissue, blood, and other mediums found in the body
(Table 3.1). As a result, the approximations made in Equations 3.5 and 3.6, are no
longer valid. For this high impedance discontinuity, a significant portion of the energy
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is reflected, as well as a much smaller proportion of the energy is transmitted. As a
result, clinical ultrasound machines will not display these materials correctly.

Figure 3.1: 3D ultrasound images of (A) 6.2mm acetyl rod; (B) 6.2mm aluminum rod;
(C) endoscopic grasper. Estimated actual shape shown as dotted line. Transducer is
at the top aiming down.

The leading surface of the object is the most complete portion of the instrument
image (Figure 3.1). It is a large impedance discontinuity that scatters energy back
to the source. As the ultrasound propagates, it encounters the cylinder and reflects
a significant proportion of the energy, much larger than would be found in normal
muscle-blood boundary.

3.2 Instrument Axis Tracking

Instruments used in minimally invasive procedures reflect most of the acoustic
energy from its leading surface. Minimally invasive instruments are typically long
and straight with a 3-10 mm diameter. At almost all orientations and positions,
these instruments appear as long straight objects, a feature that is not found in
cardiac tissue. We use a form of the Radon transform to identify these instruments
within the ultrasound volumes. The Radon and Hough Transforms are widely used
for detecting lines in two dimensional images. In its original formulation [41], the
Radon transform maps an image, I, into the Radon space R{I}

R{I}(d,¢) = /I (dcos(¢) — ssin(¢), dsin(¢) + s cos(¢)) ds. (3.7)
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d and ¢ define a line in two dimensions by its perpendicular distance to the origin
and slope, respectively. s is a free parameter that corresponds to a specific point on
the shape. This method transforms a difficult image processing problem into simply
identifying maximums in the Radon space. In its original formulation, the Radon
transform is unsuitable for instrument tracking in 3D, but has been extended for
identification of arbitrary shapes. Using the notation introduced by Luengo Hendriks
et al. [31], points on a parametric shape are defined by the function c(s,p) where
p defines the parameters of the shape. In this framework, the Radon transform is
rewritten as

Re(sp{1}(P) = / I(c(s,p))ds. (3.8)

A line segment in 3D is parametrized with 6 variables. (o, yo, 2z0) defines the center
of the line segment in 3D. Two angular parameters, (0, ¢), describe its orientation,
and L defines its length. More compactly, these 6 parameters are written as

P = [IanO7Z0797¢a L] . (39)

Points lying on a line segment are now defined for p and s as

T cos() cos(¢) I
c(s,p) = |vo| + |sin(@)cos(¢)| | =) s, se€[-1,1]. (3.10)
20 sin(¢) ( 2 )

Combining Equation 3.8 and Equation 3.10 yields a form of the generalized Radon
transform for line segments in 3D volumes

. o cos(0) cos(o) (g)s s (3.11)

Recwl1}0) = [ 1 |m] + nl0) o)

Identifying lines in the 3D volume now becomes a problem of finding local max-
imums of Re(sp){I}(p), from Equation 3.11, where p denotes a local maximum or
likely instrument position. In other words, we integrate the image volume, I, along
a direction defined by (6, ¢), through the point (zo,yo, 20) and identify maximums.
This scheme is illustrated in Figure 3.2 where integrations are illustrated for multiple
directions. Figure 3.2C contains points with a high integral, or simply, the image is
brighter than the other four images (Figure 3.2A, 3.2B, 3.2D, and 3.2E). This is a
result of the correspondence of the integration direction and the object’s axis. As a
result, by finding the maximum value of Re(py{/}(p), the axis of the instrument in
3D space is implicitly defined by the parameters p.
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Figure 3.2: Example of the Radon transform detection of the instrument axis. Each
image (A-E) is a projection of the ultrasound image along the corresponding direction
shown in the schematic. The projection along the axis of the instrument (C) is the
brightest. Note that this diagram omits out-of-plane projections that are part of the
implementation.
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3.2.1 Real-Time Implementation

One of the most promising features of the Radon transform approach described
above is the potential for real-time computation. Equation 3.11 can be independently
calculated for each [zg, yo, 20, 0, ¢, L] and is ideally suited for computation on paral-
lel architectures; current personal computer graphics cards are built with features
well-suited for this application. Many researchers have shown that highly parallel
calculations, when implemented on these graphics processor unit (GPU) cards, show
significant performance advantages over CPU based implementations [28,35,54]. Us-
ing a similar approach, we programed a PC graphics card (7800GTX, nVidia Corp.,
Santa Clara, CA) to calculate the necessary integrations, Reespy{!}(P)-

Before the algorithm is executed, data is transferred to the GPU: the sequential
values of p to be searched are preloaded into five textures in the GPU memory, where
each texture corresponds to each parameter [zg,yo, 20,0, ¢]. The three-dimensional
ultrasound data is loaded onto the graphics card into a three-dimensional texture.
Once the data is loaded, the algorithm runs by ‘rendering’ to an output texture.
Sixteen parallel pipelines on the graphics card (programmable pixel shaders) calculate
the integral defined in Equation 3.11 by stepping through the volume simultaneously
a length of L. The pixel shaders perform the integrations for each input parameter set
defined in the input textures, and output the results to the corresponding position in
the output texture. Tri-linear interpolation, implemented in hardware, is used as each
pixel shader integrates the image intensity in the volume along the direction defined
by (6, ¢) through the point (z, yo, 20). The output texture is then transferred back to
main memory for post-processing by the CPU. On the CPU, the maximum intensity
in the output texture is identified as the instrument axis position.

3.2.2 Elimination of False Positives

It is necessary to eliminate erroneous non-instruments that may produce bright
projections, but in fact are not instruments. Large segments of tissue, or even instru-
ment artifacts, introduce areas that could be misidentified. However, the consistent
appearance of the cross-section of instruments (Figure 3.2C) is used to eliminate non-
instruments in our algorithm. By determining the shape of this cross-section a priori,
we are able to eliminate candidates that are not consistent with the instrument ap-
pearance. In this implementation, a projection along the candidate instrument axis
is compared with a template. The normalized cross correlation (NCC) provides a
measure of the similarity between the template and the candidate projections

1

opoQ

NCC:( )(p_p).(Q_Q). (3.12)

Here P and @ are the vectorized forms of the candidate and template image inten-
sities, with mean P and (), and variance op and og. Empirically we found that a
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NCC > 0.85 was sufficient to distinguish instruments from non-instruments. In ad-
dition, this threshold was found to be insensitive to different imaging conditions as it
was used throughout the study.

3.2.3 Passive Markers

Once the axis of the instruments is found, it is necessary to detect the final two
degrees of freedom of the instrument (tip position and roll angle) to fully define its
position and orientation. To this end, we build on work first introduced by Stoll
et al. [45]. Here we use a new marker design, shown in Figure 3.3A. To produce
distinct elements, 800 um polyurethane foam was wrapped around the instrument
shaft. Uncoated metals such as the stainless steel used for surgical instruments are
highly reflective in ultrasound. As a result, an 80 pum fiberglass embedded PTFE
coating was applied to the instrument in order to improve the appearance.

Finding the markers begins with the image volume already loaded into texture
memory from the Radon transform algorithm. Built-in tri-linear interpolation is used
to quickly render a slice through the instrument axis with the instrument orientated
horizontally (Figure 3.3B). To identify the position of the bumps, a template matching
algorithm is used on the ultrasound slice. The algorithm uses the normalized cross
correlation (Equation 3.12) between a candidate region of the slice and a template,
shown in Figure 3.4A.

The positions of the three best matches found in the slice are used to determine
the tip position of the instrument and the roll angle. The tip position is found with
a known offset of 3 mm between the two closest markers and the instrument tip. To
find the roll angle, the ratio of the distances z; and xs is used (Figure 3.3A). Since
the third marker is wrapped in a helical pattern around the instrument shaft, the roll
angle is a linear function of this ratio.

3.2.4 System Overview

For instrument tracking, the ultrasound data is produced by a Sonos 7500 ultra-
sound system (Philips Medical, Andover, MA). The ultrasound volumes are streamed
from the ultrasound machine to a personal computer over a gigibit LAN using TCP /IP.
The data stream is captured on the target PC and passed to the instrument tracking
algorithm running in separate asynchronous thread. The tracking algorithm calcu-
lates the modified Radon transform on the graphics processing unit (7800GTX, nVidia
Corp, Santa Clara, CA) using DirectX 9.0c. The entire system runs on a Pentium 4
3 GHz personal computer with 2 GB of RAM.

For the first ultrasound volume, Equation 3.11 is calculated for evenly spaced
points throughout the parameter space. Spatially, the volume is sampled at 5 voxel
increments in x, y, and z. For angles 6 and ¢, Equation 3.11 is sampled in 10 degree
increments. Due to symmetry, the angles are only sampled from 0 to 180 degrees.
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Figure 3.3: Picture (A) and ultrasound image (B) of a minimally invasive anchor
driver with passive markers. The instrument tip and roll angle is calculated using the
distances z; and zo .

Figure 3.4: (A) Passive marker template used to identify the location of the three
markers on the instrument. (B) 3D ultrasound image of a surgical instrument in a
water tank. White dots indicate tracked passive markers.
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This search constitutes the initialization of the instrument tracking, as the entire
volume is searched.

For subsequent frames, the tracking algorithm confines its search space to an
area centered on the location found in the previous frame. Since the ultrasound
volumes are updated at 25 Hz, this search space can be fairly small. In our trials,
we empirically found that limiting the search space to +5 voxels spatially in the z,
y, and z directions and +10 degrees around the angles  and ¢ found in the previous
frame was sufficient to capture typical surgical movements.

3.2.5 Experimental Evaluation

Three sets of experiments were conducted to validate the proposed methodology.
First, the Radon based instrument axis tracking was tested in a controlled tank
environment. This study examined the effect of different material types on accuracy.
Second, the combined Radon and passive marker algorithm was tested with a surgical
anchor driver in the same tank trials. With the addition of passive markers, the full
six degree of freedom tracking is characterized. While these two studies carefully
characterized the accuracy of the method, it does not reflect the target conditions
for the algorithm, detecting instruments within a beating heart. As a result, a third
study was necessary to validate the technique in vivo.

The accuracy of the proposed method was measured with a system that precisely
positioned and oriented the instruments within the ultrasound field. The instru-
ments were connected to a three-axis translational stage with 1 pum resolution, and
2 rotational stages with a resolution of 5 minutes. Registration to the ultrasound
coordinates was done by using a flat-plate phantom and two-wire phantom [38]. Reg-
istration accuracy was 0.4 mm for positions and 0.6 degrees for angular measurements.

Table 3.2: Materials used in tank study.

Material Coating Diameter Inside Diameter
Stainless Steel - 5.2 mm 4.4 mm
Stainless Steel tape 5.2 mm 4.4 mm
Stainless Steel  acrylic 5.2 mm 4.4 mm

Acetyl - 6.3 mm -
Wood - 6.3 mm -

The instruments used in the procedure were chosen to mimic minimally invasive
instruments. Multiple material types and coatings were used in order to compare their
effects on the appearance of the instruments in ultrasound and identify compatible
materials with the tracking algorithm. The instruments consisted of cylindrical rods 5-
6 mm in diameter with five different material types and coatings. Shown in Table 3.2,
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a stainless steel tube was tested with 3 different coatings: no coating, covered in
polymer coated fabric gaffer’s tape, and coated in an acrylic based dip (0.55 mm
thickness). In addition to the stainless steel, cylinders made from solid acetyl and
wood were used.

Qbinstr

Figure 3.5: In the tank study instruments were imaged at different ¢;,s,.. Images
were taken of the instrument at five positions for each orientation.

A series of ultrasound images were taken by varying the orientation angles of the
instrument (@;nsi-). As shown in Figure 3.5, this angle refers to rotations about the y
axis of the ultrasound image, identical to ¢ defined in the modified Radon transform
(Equation 3.11). ¢ins ranged from 0 to 60 degrees in 10 degree increments. It was
not physically possible to image the instrument beyond 60 degrees because of the
size of the field of view and dimensions of the ultrasound probe. This constraint
exists in surgical situations also and therefore orientations beyond 60 degrees were
not considered in this study. At each angular orientation, the instrument was imaged
in five different positions within the ultrasound field. The first position had the
instrument tip in the center of the image, and the other four positions were each 1 cm
from this initial center position in the axial direction lateral directions (Figure 3.5).
As a result, 5 images were taken for each ¢,

For analysis with an actual surgical instrument, a minimally invasive anchor driver
was tested (Figure 3.3). This anchor driver consists of a 14 gauge needle through
which a push rod forces an anchor out the tip. Passive markers were added to this
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instrument to test the combined Radon transform and passive marker six degree of
freedom tracking. The accuracy of the hybrid method was measured with the same
tank setup described above. The instrument was attached to the three-axis trans-
lational and rotation stage and imaged at various positions and orientations. With
the new hybrid instrument tracking method it is possible to evaluate the positional
error of the tracking algorithm. As a result, the position of the instrument tip was
measured with the three-axis stage.

In wviwvo validation was performed by tracking an instrument within a beating
porcine heart. The anchor driver was imaged inside a porcine heart during an open
chest beating heart procedure. The instruments were inserted through ports in the left
atrial wall and secured by purse-string sutures. The ultrasound probe was positioned
epicardially on the left ventricle to give a view of the right and left ventricle. The
surgeon was instructed to move the instrument inside the left ventricle.
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Figure 3.6: Tank results for acetyl (a), wood (b), stainless steel coated in acrylic (c)
and stainless steel coated in tape (d) for angle ¢;,s-. Errors bar indicate standard
deviation.
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3.2.6 Results

In the tank trial, the algorithm had varying degrees of success depending on the
instrument material and coating. In the best case, shown in Figure 3.6d, tape coated
stainless steel was detected accurately for a wide range of angles. For ¢y, of 0-50
degrees, the mean fell within 0.5 degrees of the measured angle, with a standard devi-
ation of 1 degree. However, beyond 50 degrees the algorithm was unable to accurately
find the instrument within the ultrasound image with errors over 20 degrees.

Acetyl, wood, and acrylic-coated stainless steel instruments (Figure 3.6) also were
successfully detected, but for a much narrower range of orientations than the tape-
coated stainless steel instrument. For acetyl, ¢;,«. estimates began to deteriorate for
angles greater than 45 degrees, while wood and acrylic coated stainless steel suffered
above 30 and 20 degrees, respectively.
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Figure 3.7: The plot shows the mean angle ¢;, calculated by the tracking algorithm
for all 5 position. Errors bar indicate standard deviation.

For the anchor driver, angular accuracy is shown in Figure 3.7, the angular accu-
racy of the method is shown for different orientations of the instrument with respect
to the ultrasound probe. For angles from 0 to 60 degrees of ¢;,sr, the instrument
tracking algorithm accurately determined its orientation. Across all trials, the RMS
difference of the angle calculated by the tracking algorithm and the angle measured
by the testing setup was 1.07 degrees. There was no dependence on the accuracy of
the algorithm and the orientation of the instrument.

The tip position was also tracked for the surgical anchor driver. The tip position
was compared to the actual tip position recorded by the three-axis positioning stage.
The results are shown in Figure 3.8 for each orientation angle, where each data point
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Figure 3.8: Tip position error from tank trials for each angle ¢;,.

corresponds to one of the five positions of the instrument and orientation angle. It was
found that the tip position accuracy was extremely dependent on the accuracy of the
passive marker identification algorithm. When the algorithm correctly identified the
positions of the three passive markers, the tip position had an RMS error of 1.8 mm.
However for eight of the trials, the algorithm mis-identified the marker location. As
a result, the tip position error was greater than 5 mm.

Figure 3.9 graphically shows the results of the instrument tracking in a beating
porcine heart. The figure shows an overlay of the tracked instrument position on the
3D ultrasound volume over 5 seconds. For each of the images, the overlay correctly
matches the position of the instrument as the heart beats around it.

In our experimental setup, the instrument tracking technique required 1.7 s to ini-
tially detect the instrument in the entire ultrasound volume. For subsequent tracking,
the algorithm required 32 ms per volume. This speed is well within the 40 ms required
for the algorithm to keep pace with the 25 volumes per second generated by the ultra-
sound machine. This performance is a significant improvement over implementation
on a CPU. When running the same algorithm on a CPU (Pentium 4, 3 GHz), the
algorithm took 11.7 s for the initial detection and 0.54 s for subsequent tracking of
the instrument. As a result, the GPU based tracking approach is 14 times faster than
a CPU based approach.
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Figure 3.9: Ultrasound images of the instrument inside a beating porcine heart. The
red dots indicate the instrument position calculated by the tracking algorithm. Each
image (A-F) are images taken each second for 6 seconds.

3.3 Discussion

This work demonstrates for the first time real-time tracking of surgical instru-
ments in intracardiac procedures with 3DUS. The algorithm was both capable of
distinguishing instruments from fast moving cardiac structures and efficient enough
to work in real-time. The generalized Radon transform is effective here because it
integrates over the length of the instrument shaft to minimize the effects of noise and
spatial distortion in ultrasound images. By taking advantage of the unique shape of
surgical instruments, we were able to correctly distinguish instruments from cardiac
structures of similar intensity. The Radon transform was also selected because of
its amenability to parallel implementation, which was exploited by using GPUs to
achieve real-time performance. As a result, it was possible to detect an instrument
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in the ultrasound volume in 32 ms, which is sufficient to handle the 25 volumes per
second produced by the ultrasound machine.

The approach demonstrated good performance in both tank trials and an in vivo
study. These studies accomplished two separate and complimentary goals. The tank
trials permitted rigorous exploration of the accuracy of the technique in a controlled
environment with precision that is not possible in a surgical setting. The in wvivo
trials, on the other hand, tested the technique’s ability to correctly distinguish an
instrument from tissue in the presence of highly dynamic aberrations and clutter
typical of cardiac ultrasound imaging. Rigorously characterizing accuracy is difficult
in this setting, due to the limited range of instrument motion and access to the
intracardiac space.

The Radon based instrument tracking highlights the importance of coatings and
material selection. Coatings had a large effect on misidentification and accuracy
(Figure 3.6). The tape covering on stainless steel produced a near uniform angular
scattering of the acoustic energy and therefore was tracked accurately for all orienta-
tion angles. For large angles, the other materials did not scatter the acoustic energy
and as a result were not tracked. Huang et al. [23] confirmed that uncoated metal
instruments that were more than 20 degrees from perpendicular to the ultrasound
probe reflected almost no ultrasound energy back to the ultrasound probe. They
also noted that adding surface coating produces a more diffusive interaction with the
ultrasound pulse.

The tank experiments also showed that the tracking algorithm can accurately
track a surgical instrument. Across all trials, it correctly identified the orientation of
the instrument to within 1 degree. By adding passive markers, the full six degree of
freedom tracking was possible. This is of importance to surgical applications because
it enables instrument tip tracking. For most cases, the accuracy of the technique
was within 1.8 mm. However, as seen in Figure 3.8, the marker detection algorithm
sometimes incorrectly identifies the position of the passive markers. As a result, the
tip position is incorrectly calculated along the shaft axis. While not the focus of this
work, promising improvements to the passive marker detection have been proposed
by Stoll et al. [45].

With real-time instrument tracking techniques, it is now possible to introduce
guidance enhancements to aid in our target procedures, intracardiac surgery. Real-
time tracking can now be used for instrument overlays and navigational aids to help
the surgeon deal with the distorted appearance of tissue and instruments in 3DUS
images.
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Robot Control with 3D Ultrasound

The goal of performing tasks on a beating heart introduces new challenges because
of the dynamic nature of the environment. Mitral valve surgery is especially com-
plicated due to rapid movements of the valve during ventricular contraction. Extra
caution is necessary because a misstep could result in tearing fragile valve leaflets.
To work in this environment, the movement of the mitral valve must be addressed.
A surgical robot could be of great assistance under these conditions. For example, a
common task in surgical procedures is anchoring an annuloplasty ring to the mitral
valve annulus to stop regurgitation. With ultrasound guidance, a surgical robot could
perform this task by autonomously moving to a target on the annuloplasty ring and
deploying an anchor. The robot could also synchronize its movements to the beating
heart and the valve would appear stationary to a surgeon.

While using robotics for beating mitral valve repair is new, there is a history of
using robotics in other beating heart procedures. Nakamura et al. [33] have shown that
it is possible to synchronize a robot with the external heart wall for use in performing
a coronary artery bypass graft. By using two cameras, they tracked the outside of the
heart and subsequently controlled a robot to follow these movements. Motions made
by an operator on a master robot were mapped on top of this synchronization. As a
result, it was possible to provide a stationary view of the heart wall for the surgeon.

Other researchers have reported success using visual servoing techniques to control
a robot under ultrasound guidance. Early work done by Stoll et al. [46] used 2D
ultrasound to visually servo a robot end-effector to positions within the ultrasound
image. Electromagnetic trackers registered the ultrasound image coordinates to the
robot coordinates. A phantom target was identified in the ultrasound by image
thresholding and the robot successfully moved to the target position.

Hong et al. [21] developed an ultrasound guided robotic system for percutaneous
cholecystostomy where a needle is inserted into the gallbladder. The robot was a two
degree of freedom robot that was physically constrained to move within the plane
of the 2D ultrasound image. A 2D Hough transform identified the needle in the
ultrasound image and a deformable contour was used for gallbladder tracking. With

39
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Table 4.1: Description of the coordinate transforms.

TVS, | Tt Transformation determined by the six degree of freedom
instrument tracking in the ultrasound volume.

Tinstr TWrist  Constant transformation relating the positional offset of
the instrument tip and the robot wrist.

TWrist T lobol - Robot kinematics that determine the position and orien-
tation of the wrist with respect to the robot base frame.

Thebet TUS — Total transformation from ultrasound coordinates to the
robot base coordinates.

known needle and target position, the robot was able to direct the needle to the
gallbladder.

More recently, Ortmaier et al. [53] tracked the fingers of a endoscopic grasper with
2D ultrasound [53]. They developed a controller that does not require the instrument
to lie in the ultrasound plane. In addition, accurate registration of the the robot
coordinate frame to the ultrasound coordinate frame is not needed. However, a target
location was not tracked in the ultrasound, instead the operator specified the target
location in the ultrasound image. All of these techniques rely on 2D ultrasound as
feedback for the robot guidance. Registration of the ultrasound frame to the robot
frame is obtained through physical constraints [21], external tracking systems [46], or
online estimation of the image Jacobian [53].

Recently it has been shown that 3D ultrasound can be used for visual servoing.
By registering a three axis robot to a 3D ultrasound probe a priori, Pua et al. [39]
was able to command a robot to move to a manually detected target location in
the ultrasound image. Stoll et al. [47] performed robot control without a priori
registration of the ultrasound and robot coordinate system. This work used the 3D
ultrasound for full six degree of freedom tracking of the robotic end-effector, and as
a result the full registration of the robot and ultrasound coordinates was found. The
method was verified by moving the end-effector to a prescribed point in the ultrasound
volume. However, tracking speeds were limited to 2 Hz, and the target location was
not automatically identified in the ultrasound image.

The work presented here uses 3D ultrasound for visual servoing of a robot for
surgical procedures. It builds upon the previous work in 3D ultrasound based visual
servoing and addresses its shortcomings. First, the speed of the instrument tracking
is addressed by using the fast tracking algorithms presented in Chapter 3. In addition
to tracking the instrument as others have done, we describe a technique to use the
ultrasound volume to track a target in parallel with the instrument tracking. With
both a tracked surgical instrument and a target site, we verify the utility of these
tracking techniques by visually servoing a small robot in a water tank.
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Figure 4.1: Schematic of the ultrasound guided robotic system. The ultrasound
probe tracks the position of the surgical instrument that is controlled by a robot.
The relationships between the ultrasound image (US), instrument (Instr.), robot wrist
(Wrist), and robot base (Robot) coordinate systems are shown.

4.1 System Overview

At the most basic level, controlling a robot requires finding a desired end-effector
location or trajectory. When using ultrasound, the desired trajectory or position
of the end-effector is often defined with respect to the ultrasound volume. This is
especially the case when target locations or anatomy are tracked using the ultrasound
images. For a robot to move to, or avoid these locations, their positions in the robot
coordinates are needed. This corresponds to a basic coordinate transformation from
ultrasound image coordinates to robot coordinates

Probot = T12% prrs (4.1)

where p is a target location in the ultrasound coordinate frame (pyg) and the robot
coordinate frame (pgropor). As seen in Figure 4.1, this transformation is broken down
into components
S ist\ —1L
ngbOt = (TIUnstrTII/IT/LiZthi)th) . (42)
TYS, is calculated using the six degree of freedom instrument tracker described

in Chapter 3. The hybrid projection and passive marker technique provides the
location and orientation of the instrument in the ultrasound volume. TISr is a
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static translational transformation from the tip of the instrument to the connection
of the instrument to the robotic wrist. This transformation is determined a priori by
measuring the instrument length. The final transformation, T 5! is found from the
robot joint encoders. This transformation describes the transformation from robot

base coordinates to the robot wrist coordinate frame.

4.1.1 Estimating Robot and Ultrasound Registration

As was seen in Chapter 3, the instrument tracking is susceptible to mis-identification
of the passive markers that caused errors in tracking. However, in the ultrasound
guided robotic system (Figure 4.1) we can assume the ultrasound probe is held static
or in constant relation to the robot. As a result, while TV, —and TR%5t are vary-
ing as the instrument moves, their product TE®°! remains constant. During surgery,
this could be ensured by mechanically fixing the robot and ultrasound probe to the
operating table. This assumption allows for filtering erroneous instrument tracking

measurements. With the filtered transformation (TH2°!), the target location is found

PRobot = Tg%bOtpUs . (4 3)

To filter the transformation THZ! we first convert the homogeneous transforma-

tion matrix into a displacement component, and a rotational component represented
by a quaternion. Quaternions are a compact representation of a rotation matrix as
unit vector [14]

q-= [QO A1 G2 Q3]T (4.4)

where [q1, g2, g3] is the axis of rotation, and ¢ = cos(%), where ¢ is the angle of

rotation. Quaternions are an attractive representation of rotations in 3D dimensions
because of their compactness and efficiency. For this application, the simplicity of
finding an average rotation and the angle between rotations is of principal importance.

The homogeneous transformation matrix TH®°! is converted to a displacement-
quaternion pair, (t,q), using the following method. Starting with the structure of a
homogeneous transformation matrix

T = (4.5)
0 0 01

the displacement t is directly extracted from the last column of the matrix such that
t=1[t, t, t.]" (4.6)

with ¢,, t,, and ¢, representing the z, y, and z translation components of the ho-
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mogeneous transformation. The quaternion equivalent to the three by three rotation
matrix (R) is found using

G = *iV1+Ri+ Ra+ Ras

1
g1 = E(RQS - R32)

4.7
G2 = %(R:’)l — Ry3) (4.7)
q3 = ﬁ(Rm - R21)

where R;; corresponds to the it" row and 5" column of the rotation matrix. Equivalent
forms of Equation 4.7 exist to avoid computation inaccuracies when ¢q is close to
zero [14].

As seen in Chapter 3, the instrument tracking algorithm can produce inaccurate
outliers of the actual instrument position. It is necessary to develop a technique
to first remove outliers before estimating TH%?". A leader-follower clustering tech-
nique [11] is used to group estimates of TE®°!. The algorithm takes each new sample
of the transformation (t;,q;) and compares it to each cluster C' found from previ-
ous measurements. To determine similarity between the current measurement and
a cluster, we use the difference between the current translation t; and the average
translation of the cluster to

Ate(t:) = It — tel (4.8)

and the angle between the rotation quaternion of the current transformation q; and
the average quaternion of the cluster q¢

Afc(q;) = 2 arccos M : (4.9)
|| [ac|

The accuracy of the instrument tracking technique was found in Chapter 3. The
standard deviation of the positional (¢;) and orientation (oy) error was 1.8 mm and
1.1 degrees, respectively. If Ato(t;) < 30, and Abc(q;) < 304 for one of the preexist-
ing clusters, the new sample is added to the cluster. If no clusters match, the sample
becomes the first member of a new cluster.

For estimating T2 the mean transformation of the cluster with the largest
number of elements is used. Finding the average translation component of trans-
formations is straightforward, at is is just he mean of the three components of the

translation
te=%> ti (4.10)
ieC
By using quaternions, the average rotation is easily calculated. Gramkow [16] showed
quaternions provide a convenient means of finding an average rotation. In fact the
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normalized barycenter

o = 2iec % (4.11)
|Zie0 qi‘
is a good approximation of the average rotation for rotations within 40 degrees. This
criteria is true in this case because the clusters contain measurements that are within
30y, about 3 degrees.
The filtered transformation, T#®°! is then calculated from to and o of the

dominant cluster using

1-2(¢+ @) 2%~ 03) 2(06 +0d)

T Robot _ 200%+06) 1-2@+6) 2006 —da) iy (4.12)
us 213 — God2) 2(@od + @a3) 1-2(G +3) t.
0 0 0 1

This filtered transformation, TE2°! provides a stable estimate of the actual relation-
ship between the ultrasound volume and the robot. In addition, it incorporates a
mechanism for discarding erroneous measurements that are introduced by the instru-
ment tracking algorithm.

4.1.2 Target Tracking

Using ultrasound allows for tracking of not only the robot end-effector, but com-
mon surgical targets. Tracking targets and the robot end-effector with the same
device, ultrasound, has many advantages. The biggest advantage is that no addi-
tional sensors are necessary, thereby reducing system complexity and eliminating the
need for registration of the systems. Tracking anatomical features in ultrasound is
possible, but it is still an open area of research. Instead, the problem is simplified
by tracking fiducials on surgical targets. For mitral valve repair, a useful target is
the annuloplasty ring which is attached to the annulus during surgery. Tracking this
particular target is simplified because the device can be specifically designed for ul-
trasound based tracking. In this case, we investigated tracking an X, a structure
consisting of two crossed strings that is easily added to an annuloplasty ring (Fig-
ure 4.2A).

In addition, this fiducial was specifically chosen because detecting two intersecting
lines is ideally suited for the modified Radon transform already implemented for
instrument axis detection. To identify this marker, it is first necessary to distinguish it
from the surgical instrument that is also in the ultrasound image. This is accomplished
by identifying the two lines in the ultrasound image that are both intersecting and
perpendicular. These conditions ensure that the instrument shaft and target marker
are not mis-identified by the tracking algorithm. The intersection of the lines defines
the position of the target, and the cross product defines its orientation (Figure 4.2A).

The target tracking algorithm uses the same Radon based algorithm as the in-
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strument tracking. As a result, we are again able to take advantage of the parallel
architecture found on consumer graphics cards to reach real-time performance.

Figure 4.2: 3D Ultrasound images of the target (A), instrument (B), and instrument
with target (C). The red dot in (A) indicates the tracked target position. In (B), the
red dot indicates the tracked instrument tip position.

4.1.3 Mitral Valve Motion

The robotic system must be tested under conditions mimicking mitral valve surgery.
The biggest challenge is handling the fast motions intrinsic to the cardiac cycle. To
quantify these conditions, a transthoracic 3DUS image of human mitral valve was
obtained using a SONOS 7500 ultrasound machine (Philips Medical, Andover, MA).
The motion of the mitral valve throughout the cardiac cycle was captured at 25 vol-
umes per second. For analysis, the mitral valve annulus was manually segmented
from the ultrasound volumes. In total, fifty data points were identified around the
annulus for each of 20 ultrasound volumes, consisting of one heart beat. The location
of these data points was verified by an echocardiologist for accuracy.

For each time point, the 50 data points were spatially averaged to find the cen-
troid of the annulus. Principal component analysis of the centroid’s three dimensional
position identified the major directions of mitral valve movement. The mitral valve
movement is projected onto the first, second, and third principal components in Fig-
ure 4.3. The eigenvalues of the covariance matrix (21.75, 5.49, 2.97) shows that 70%
of the explained sample variance is captured in the first principal component. This
results in only an RMS error of 1.4 mm and max error of 3.1 mm between the one
dimensional mitral valve trajectory and the complete three dimensional trajectory.
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Figure 4.3: Motion of the the mitral valve annulus in a beating human heart. The
three curves are the first, second, and third principal components of the mitral valve
motion for one cardiac cycle. The first component captures 70% of the movement’s
sample variance.

To approximate mitral valve motion, only the major one dimensional component
is used because it captures the translational motion. Rotational movements are not
considered and have been found to be negligible [25]. A one degree of freedom mitral
valve annulus was built using a cam and a cam follower. The cam profile produces
cyclic one dimensional translation motion of the follower. The follower is connected
to the target shown in Figure 4.5. As a result, the target location movement mimics
the major component of the mitral valve’s translation. Since the cam is connected to
a electric motor its speed, or approximate heart rate, can be varied.

4.1.4 Robot Control

With the tracked instrument tip and target location, the robot is controlled to
maintain a constant distance from the target. By synchronizing the movements of
the robot to the target position, the robot serves a useful function in canceling out
the dynamic mitral valve movements. The robot controller uses the current target
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position in the robot coordinate frame

ptarget TUSO ptarget US- (413)

Ptarget,us 1s calculated using the target tracking algorithm described in Section 4.1.2.
Tt is the filtered transformation obtained from the method described in Sec-
tion 4.1.1.

For robot control, the trajectory is defined in terms of the robot wrist position
Wiarget- Due to the kinematics of the port, if the port position is located at ppor¢, the
target wrist position is

pport - ptarget ) (414)

Wtarget = Ptarget +L
|pp07"t - ptarget|

where L is the length of the instrument shaft.
A PD controller minimizes the error between the target wrist position wyg,4e: and
the robot wrist position in robot coordinates py,.s;. The current wrist position py,is

is found using the robot kinematics embedded in the Tﬁv"ff;t transformation. Given

that the position of the wrist is defined as [O 0 0 1} in the robot wrist coordinate
frame,

T Robot

Wrist (415)

Puwrist =

— o O O

The robot controller calculates the wrist force necessary to move the wrist to the
desired location using

= kp (wtarget o plWiSt) + kg (0 - pwrist) . (416)

k, and ky are the proportional and derivative gain of the PD controller and pyyst is
measured by the robot joint encoders. Combining equations 4.13, 4.14, 4.15, and 4.16
yields

0
_ TRobot 0
_ Robot DPport Us  Ptarget,Us Robot .
F= kp TU DPtarget,UsS + L TRobot TWmst 0 - kdpw”'St'
’pport - Lus ptarget,US|
1

(4.17)
Equation 4.17 calculates the wrist force F' in terms of: known constants measured
a priori, instrument length L and port location pp.; the target position tracked
with ultrasound piarger,vs; the filtered ultrasound to robot coordinate transformation
THP!: and the robot kinematics TH?,. k, and kg were hand tuned to 0.22 2= and
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0.005 =~ for high response times without losing stability. The closed-loop frequency

mm/s
response of the underdamped system is shown in Figure 4.4.
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Figure 4.4: Closed-loop frequency response of the robot with PD controller. (-3 dB
point is 7 Hz)

4.2 Experimental Evaluation

Visual servoing using 3D ultrasound was tested in a water tank. A surgical in-
strument was attached to the end of a small robot (Phantom, Sensible Technologies,
Woburn, MA). The robot was used to maintain a constant offset from the instrument
tip to the target position. The target fiducial was constructed by crossing two lengths
of 0.6 mm diameter kevlar string (Figure 4.5B).

The surgical instrument was a custom anchor driver that consists of a 1.5 mm
stainless steel tube. Inside the tube is a push rod that inserts the anchors into the
target site. The coatings and instrument markers were mounted to the exterior of the
instrument. To produce distinct elements, wire was wrapped around the instrument
shaft. Uncoated metals such as the stainless steel used for surgical instruments are
highly reflective in ultrasound. To ensure that the instrument is visible in ultrasound,
a more diffusive interaction with the ultrasound pulse is desired. As a result, electrical
heat-shrink tubing (0.30 mm thickness) was applied to the instrument in order to
improve the reflectance.
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Figure 4.5: (A) Image of the tank trial experiments. The ultrasound probe images a
surgical instrument and target submerged in a water tank. The surgical instrument
is attached to a robot and passes through a port. During the trials, the target (B)
moves left to right, simulating the one-dimensional movements of the mitral valve.

A sliding ball joint approximates an instrument passing through a port in the
heart wall. The target and instrument are both imaged by a real-time 3D ultrasound
probe in a water tank. (Figure 4.5).

In this setup, the ultrasound data is streamed from the ultrasound machine
(SONOS 7500, Philips Medical, Andover, MA) to a personal computer over a gi-
gibit LAN using TCP/IP. The data stream is captured on the target PC and passed
to both the instrument tracking and target tracking algorithm running in separate
asynchronous threads. Both the tracking algorithms calculate the modified Radon
transform on the graphics processing unit (8800GTS, nVidia Corp, Santa Clara, CA).
The instrument and target positions are then passed to a third thread that contains
the 1 kHz control loop for the robot. The entire system runs on a dual CPU AMD
Opteron 285 2.6 GHz personal computer with 4 GB of RAM.

The target position was measured with an angular potentiometer to provide the
actual target position. In addition, the robot tip position was recorded using the joint
encoders of the robot. Both these measurements were made at 1 kHz and stored to
a data file for analysis.

The system’s ability to maintain a constant offset from the moving target was
tested at different speeds. The target was attached to a cam that mimics mitral valve
movements. The cam was run at speeds of 1 Hz, 0.7 Hz and 0.3 Hz, corresponding to
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60, 40, and 20 beats per minute. While 40 and 20 beats per minute are not realistic
heart beats, they did provide a means of characterizing the system performance.

4.3 Results

Figure 4.6 shows the results of the target tracking algorithm. The tracked target
position shows good correspondence to the actual target position. Maximum error of
the tracking algorithm was 1.7 mm and the RMS error was 1.1 mm. The computation
time was 30 ms for detecting the target in each ultrasound volume. In addition, each
ultrasound volume required 30 ms to produce and transfer to the tracking computer.
As a result, the target tracking algorithm had a delay of 60 ms from the actual target
position.
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Figure 4.6: Tracking results of the ultrasound target at 60 beats per minute. The
dashed line shows the actual target location and the solid line plots the tracked
position of the target. Only one dimension of the 3D tracking is shown because the
movement is one dimensional. (maximum error = 1.7 mm, RMS error = 1.1 mm)

Figure 4.7 shows the results of the robot control task. The ability of the robot
to synchronize its movements with the target was dependent on the speed of the
target. For 20 beats per minute (Figure 4.7a), the robot was able to follow the
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Figure 4.7: Results of the robot synchronization at 20(a), 40(b), and 60(c) beats per

minute. Only one dimension of the 3D positions are shown because the movement is
one dimensional.
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target movements with minimal error. Throughout the cycle, the RMS error of the
instrument tip was 1.0 mm. Similar to the target tracking, this error reached a
maximum of 2.2 mm during the high speed movement. For the higher speed targets
of 40 and 60 beats per minute, the errors increased accordingly. Figure 4.7b shows
that for 40 beats per minute the RMS error was 1.0 mm and maximum error was
2.6 mm. 60 beats per minutes incurred a similar increase in error (Figure 4.7c¢). RMS
error was 1.5 mm and maximum error was 3.9 mm. Due to the speed of the robot
response and the 60 ms delay in the target tracking, the tip position lagged the actual
target position considerably. For 20, 40, and 60 beats per minute the robot tip lagged
the target by 100, 110, and 130 ms, respectively.

4.4 Discussion

A technique for using real-time 3D ultrasound for robot control is presented. With
the ability to track an instrument and target at real-time speeds, controlling a robot
with ultrasound guidance is now possible. We demonstrated that ultrasound based
visual servoing can be used to position an anchor driver with respect to a target
location. The anchor driver has able to maintain synchronization with a moving
target that mimics high speed mitral valve motion. This ability is advantageous
when working with dynamic tissue with limited visual and physical access, such as in
intracardiac surgery.

Tank trials validated the robots ability to accurately follow cardiac motion for
varying speeds. For cardiac motions analogous to a heart beating at 20, 40, and 60
beats per minute, the system accurately followed the desired trajectory. A RMS er-
ror of 1.5 mm is comparable to the instrument tracking accuracy of 1.8 mm found in
Chapter 3. This error combined with errors introduced by the target tracking algo-
rithm suggest that the inaccuracy of the robotic system is caused by the ultrasound
based tracking algorithms.

The largest error in the system is the temporal error. While the robot properly
followed the target trajectory, it lagged by up to 130 ms. From Figure 4.7, this lag is
0.10 ms, 0.11 ms, and 0.13 ms for 20, 40, and 60 beats per minute. 60 ms of this lag
is attributed to the delay in the target tracking algorithm (Figure 4.6). This delay is
comprised of 30 ms time to create the ultrasound volume and transfer the data from
the ultrasound machine over a TCP/IP network. In addition, the tracking algorithm
takes 30 ms. By the time the target is found in the ultrasound volume, it is 60 ms
old. Most of the remaining lag in robot synchronization is caused by the response
time of the robot. From Figure 4.4, the phase shift for frequencies between 0.5 Hz
and 15 Hz is equivalent to a 30-50 ms response delay.

In order to address this delay, a model of the mitral valve is necessary to predict the
target location. Modeling the motion of the external heart wall has been addressed by
Nakamura et al. [33] and Bebek and Cavusoglu [2]. Their work takes advantage of the
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cyclic nature of the heart motion for prediction. In addition Bebek and Cavusoglu [2]
used the electrical activity of the heart through the EKG signal to help predict the
heart’s state. These techniques could be applied to tracking the mitral valve as well.
Like the heart wall, the mitral valve’s motion is cyclic. In addition, the EKG would
be a great use in signaling the onset of left ventricular contraction. This contraction
causes the fastest speeds of the mitral valve and results in the largest errors in the
robotic system. The EKG would provide a clear indication of ventricular contraction,
and the robot controller would act accordingly.

Additionally improvements to the robot are needed. As seen in Figure 4.4, the -3
dB point of the robot is 7 Hz. The 60 beats per minute mitral valve motion used in
this study contained frequency components up to 10 Hz. From the frequency response
of the robot, it is apparent that these high frequency components are not handled. For
ultrasound guided robot control, a suitable robot must have the bandwidth greater
than the Nyquist frequency of the ultrasound signal. This ensures that the robot
can reproduce movements captured by the 3D ultrasound machine. For 24 Hz 3D
ultrasound, a robot with 12 Hz bandwidth is necessary.

A major assumption of this work is that the robot and ultrasound probe do not
move with respect to each other during the procedure. This assumption can easily be
enforced by holding the ultrasound probe steady with a clamping device. However,
this limits the mobility of the ultrasound probe and flexibility in moving the probe for
different viewpoints. In addition, often times it is advantageous to press the probe up
against the heart wall to obtain optimal intracardiac images. When pressed against
a beating heart, the probe will be in constant motion. The current implementation
relied upon an internal model where the probe does not move. As a result, the
estimate of TH?! is the mean of all measured (TH%°");. When the probe is moving
this is no longer appropriate, instead the system could be extended to include an
internal model of the T2 that is updated by each new (THZe!);.

This study did not encapsulate all the challenges that are inherent in performing
a procedure inside a beating heart. It has been shown that the Radon based tracking
algorithm is effective inside a beating heart in previous chapters. However, in vivo
validation is still necessary for the total system and must be addressed. In actual
surgical trials new challenges will undoubtedly arise, such as handling multiple fast
moving structures, irregular heart beats, and the physical constraints imposed by the
confined access to the heart. Additionally, issues such as biocompatibility must be
addressed for both the coated anchor driver and target fiducial. While the target X
used in this study was successfully tracked with the Radon based tracking algorithm,
it is still an early design. Incorporating this fiducial in a clinically viable annuloplasty
ring needs to be addressed.
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Conclusion and Future Work

This work provides tools and techniques to make ultrasound guided cardiac surgery
a reality. Image guided interventions in general are an alternative to traditional proce-
dures where surgeons have direct visual and physical contact with the surgical site. As
surgery moves away from traditional procedures, interventions become more difficult.
When surgeons no longer have physical contact with the tissue, they lose the sense of
touch and haptic feedback that helps them perform dexterous manipulations. With
the introduction of endoscopic cameras for minimally invasive procedures, surgeons
no longer have direct visual contact. Imaging systems such as CT, MRI, fluoroscopy,
and ultrasound, when used for guidance, further separate the surgeon from the task
at hand. These imaging systems also have a disadvantage due to experience. Sur-
geons are not as accustomed to using medical imaging as they are natural vision.
Compensating for shadows, specular reflections, and occlusions with natural vision is
second nature as this is done in everyday life. Medical imaging technologies introduce
an entirely new set of artifacts and distortions that are not as familiar as our natural
vision systems.

The advantages of image guidance are well documented. Medical imaging reduces
invasiveness of procedures considerably: catheter based procedures are supplanting
open chest procedures by using angiography and fluoroscopy; MRI is making progress
in guiding neurosurgery; ultrasound is being used to guide biopsies in the breast and
the prostate. Each of these techniques permits the visualization of structures other-
wise inaccessible or that are visualizable only with a greater degree of invasiveness.

The engineering challenge is to bring these systems up to par with optical and
direct vision. A rich set of information is needed for the surgery to be done safely,
quickly, and repeatably. These imaging technologies often provide a data set with a
large amount of information useful for surgery. However, the proper way to process,
interpret, and display this information remains an open area of research.

o4
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5.1 Ultrasound for Procedure Guidance

In this thesis, ultrasound was examined as a potential imaging technique for car-
diac surgery. As with other systems, ultrasound has many disadvantages over direct
visual contact. The images are difficult to interpret, low resolution, and have a small
field of view. However, there are features that can be taken advantage of to improve
performance. First, 3D ultrasound is real-time volumetric data. There is no other
medical imaging modality that provides volumetric data at the temporal resolution of
ultrasound. In addition, it is non-ionizing, compatible with a wide range of materials
and anatomy, and comparatively inexpensive.

As a first step to improve the visualization of 3D ultrasound, stereo displays were
investigated in Chapter 2. It was found in tank and in vivo studies that displaying
the ultrasound volumes on a stereo display has a direct effect on surgical perfor-
mance. Procedure times and errors decreased with the use of stereo displayed 3D
ultrasound. Interpreting ultrasound images is a mentally difficult task and how the
data is displayed is an important factor in reducing this mental workload. This the-
sis demonstrated that stereo displays are an important factor in ultrasound guided
procedures.

As a precursor to further improvements to ultrasound visualization, an instrument
tracking algorithm was described in Chapter 3. Surgical instruments produce artifacts
that further degrade the ultrasound images. By detecting and tracking instruments,
this major source of image distortion can be addressed. Knowing the location and
orientation of the surgical instrument is arguably the most important piece of infor-
mation for the surgeon. The main focus of a surgeon is navigating the instrument
to a location within the target anatomy. Any misinterpretations of the instrument
position lead to costly errors. The instrument tracking algorithm presented here, ac-
curately measured the location and orientation of the instrument in tank studies and
in vivo. Providing the surgeon with accurate instrument tracking will undoubtedly
improve their ability to navigate surgical instruments

5.2 Real-Time Performance

Surgery necessitates real-time performance. To provide interactive information to
the surgeon, data processing must occur on the order of minutes, seconds, or even
milliseconds. Offline algorithms taking hours to calculate have there place in surgical
planning, training, and assessment, but during surgery, algorithm speed is a critical
design consideration. In this thesis, performance played a significant role in the design
and implementation of the tracking algorithms. The instrument tracking algorithm
had to meet a minimum update rate of 25 Hz.

To meet the specification of real-time performance, the software and hardware
were considered up front. Currently, GPU performance is being driven by the com-
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puter gaming industry. The current generation surpasses modern CPUs in transistor
counts, 680 million to 300 million, and floating operations per second, 500 GFLOPS to
50 GFLOPS. However, these GPUs are highly specialized and much less flexible than
CPUs. They excel at highly parallel operations but branching (if-then statements)
decrease performance significantly. These factors weighed heavily on the design of
the tracking algorithm of Chapter 3. The instrument tracking algorithm is posed as a
maximization problem that can be solved by any number of optimization algorithms
such as Nelder-Mead, simulated annealing, or genetic algorithms. In this thesis, the
maximum was found with the traditionally slower ’brute force’ method, where the
parameter space is exhaustively searched to find the maximum. This was done pre-
cisely because of the capabilities of GPUs. Faster optimization algorithms require
constant decision making to zero in on the maximum, something that is prohibitive
on GPUs. An exhaustive search is decisionless and highly parallel, perfect for the
GPU architecture.

Technology is not standing still, and it will not be long before the landscape
changes and new hardware offers better performance. Other architectures will be-
come more attractive, and the cost-flexibility-performance calculation will need to
be reevaluated. Future real-time algorithms should go through a similar analysis as
was done in this thesis to explore algorithmic options in tandem with hardware deci-
sions. This upfront assessment was crucial to the real-time performance successfully
achieved in the thesis.

5.3 Ultrasound and Robotics

Robots can play a large part in image guided procedures. While the imaging
technology plays a role in visualizing inaccessible sites, robotics allows for greater
flexibility in interacting with difficult to reach anatomy. When the invasiveness of the
procedure is decreased the room to maneuver is correspondingly decreased. Robots
provide a means to work in these cramped spaces. The use of robotics with ultrasound
guidance was explored in two studies in this thesis. 3D ultrasound was used with a
commercial surgical robot in Chapter 2. Subjects of all training levels were able to
complete complex dexterous tasks using the robot and ultrasound. The need for high
quality imaging is necessary for surgical robotics as they are used in minimally invasive
procedures. Traditionally, endoscopic imaging is used, but incorporating different
imaging techniques would extend the functionality of surgical robots. Ultrasound is
a perfect tool, in cardiac, fetal, or surgeries within solid organs such as liver, where
there is not a sufficient air cavity for endoscopic imaging. In these procedures, the
surgical robot provides the flexibility to access these areas, but imaging is the missing
piece. We have shown that ultrasound can be integrated easily with commercially
available robotics systems for these procedures.

Medical imaging can also provide information to control robots in intelligent ways.
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In Chapter 4, one such scenario was explored where the ultrasound provided instru-
ment and target locations to control a robot. In this manner, the robot was able to
maintain a constant offset to the target location. Other benefits could be surgical
macros, where the robot would perform a small function such as placing an anchor
in a target location, or prevent the robot from moving into delicate tissue.

5.4 Future Directions

With the work presented here, there are many promising new directions. While
the stereo display was shown to be a significant improvement in Chapter 2, the volume
rendering algorithm used in this study was purposely designed without any additional
image processing. Additional enhancements to the ultrasound image were excluded
in order to isolate the effects of the stereo display. However, a promising next step is
to investigate various techniques that would improve a surgeon’s ability to interpret
ultrasound images. Techniques such as edge enhancement, intensity correction [55],
and direct modification of the opacity transfer function used by the volume renderer
[22] should be explored.

The instrument tracking algorithm was thoroughly tested in this thesis, although
applications are just beginning to be explored. Questions about how best to display
this information for surgery still remain. Instrument overlays is an obvious first step
and testing its benefit needs to be explored. The benefits of augmented displays also
are unverified. Many of these techniques are promising, but their benefit to surgery
is unknown.

The robot servoing presented in Chapter 4 provides a significant first step for
ultrasound guided robotic procedures. However, the system must be tested under
in vivo conditions to fully address all the engineering challenges. Cardiac motion
modeling and integration with secondary information sources such as EKG could also
improve the robotic system’s accuracy. However, the design of the robotic system
presented here provides the framework to address these issues and make beating
heart robotic procedures a reality.
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